LISBON
SCHOOL OF
ECONOMICS &
MANAGEMENT
UNIVERSIDADE DE LISBOA

Correlations & Brief Introduction
to Simple Linear Regression

Quantitative Data Analysis

José Novais Santos



LISBON
SCHOOL OF
ECONOMICS &
MANAGEMENT
UNIVERSIDADE DE LISBOA

Summary

 Bivariate

— Correlation
e Spearman rho
* Pearsonr

— Regression analysis

 Bivariate (linear) regression
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Correlation

* Open file “OH8 — survey analysis v5.sav”
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Correlation

* |s astandardized measure

e Used (Pearson r) to explore the direction and
the strength of the linear relationship
between two continuous variables

— Correlation coefficients (r) can range from —1 to +1

* Positive (sign) correlation (as one variable increases, so
too does the other)

* Negative (sign) correlation (as one variable increases,
the other decreases)

* Size of the absolute value (strength of the relationship)
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Correlation

e Correlation versus causality

— Correlation provides an indication that there is a
relationship between two variables; it does not,
however, indicate that one variable causes the other

— Direction of causality

* The correlation between two variables (A and B) could be
due to the fact that A causes B, or that B causes A

— Third variable problem

e An additional variable (C) can cause both A and B — other
measured or unmeasured variables may affect our results
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* A scatterplot can reveal the relationship between
variables
— A straight line = a perfect correlation (r=1 or —1)
— A circle or blob of points = absence of correlation (r=0)

* Check the scatterplot (particularly if we obtain
low values of r)

— In situations where the two variables are related in
non-linear fashion (e.g. curvilinear), Pearson r will
seriously underestimate the strength of the
relationship

Correlation
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Correlation

e Qutliers

— Values that are substantially lower or higher than the
other observations in the data set

 Can have a dramatic effect on the Pearson correlation
coefficient (particularly in small samples)

— We can use scatterplot to check for outliers
* Values that are sitting out on their own

e Generalization

— We should not try to generalise any correlation
beyond the range of the variable used in the sample
(restricted range of scores, e.g. in studying extreme

groups )
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Correlation

Statistical versus practical significance

— Size of the absolute value (strength of the
relationship)

O=absence of correlation;
0,1 to 0,29=weak effect;

0,3 to 0,49=moderate effect;
0,5 to 1=strong effect;

1=perfect correlation
(Mooi, 2011, p.88; Pallant, 2011, p.134; Field, 2013, p.173)
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Correlation

* Spearman Rank Order Correlation (rho)
— Nonparametric
— For ordinal or ranked data

— Works by first ranking the data, and then applying
Pearson’s equation to those ranks

* Not influenced by outliers nor distribution asymmetries

* Pearson correlation coefficient (r)
— Parametric
— For two interval level (continuous) variables, or

— For one continuous variable and one dichotomous
variable (which is the same as doing a t-test)
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Spearman rho

* Correlation between the number of
employees (iddemp) and annual revenue
(id2fat3) of the companies

— Scatterplot...
* Graphs > Legacy Dialogs > Scatter/Plot > Simple
Scatter...
: tr'l Simple Scatterplot w
Y Axis: -
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Spearman rho

Correlations
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icl2fat:
Faturagéo
aproxiada
iddemp: anual da
Mumera de eMmpresa
funcionarios (Euros):
da empresa: (Binned)
Spearman's rtho  iddemp:Nimero de Carrelation Coefficient 1,000 652
funcionarios da empresa: i )
Sig. (2-tailed) : oo
[+l 1498 1498
id 2fatFaturagdo Correlation Coefficient 6527 1,000
aproxiada anual da ) :
empresa (Euros): Sig. (2-tailed) 000 .
(Binned) [+l 1588 1588

** Correlation is significant atthe 0.01 level (2-tailed).

— The relation between the number of employees (as measured by
iddemp) and annual revenue (as measured by id2fat3) was
investigated using Spearman rho. There was a strong, positive
correlation between the two variables(rho = 0,652; n = 198; p= 0,000).
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Pearsonr

Correlation between the perceived
relationship value (mlval99ave) and the profit
relationship function (m2cost99ave)

— Scatterplot...
e Graphs > Legacy Dialogs > Scatter/Plot > Simple
Scatter...
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1. Check for outliers e
!Eile Edit VWiew  Options  Elements Help

— Confirm if is not a error oo BXYEARC Bl
— If we identify an outlier \x@ C i~ CEE ke

Pearsonr

* Chart Editor > Data Label Mode i — .,
L] L] L] -é lr IEIIEI
2. Check the distribution

— Data points are spread

* All over the place / linear / curved / start off narrow
and then get fatter

3. Check the direction
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Pearsonr
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Pearsonr

Correlations

value average  profit average

value average  Pearson Correlation 1 ,??E“
Sig. (2-tailed) ,aon
I 1498 198
profit average Fearson Correlation ,TTE“ 1
Sig. (2-tailed) ,aon
M 1498 198

** Correlation is significant atthe 0.01 level (2-tailed).

— The relation between the perceived relationship value
(m1val99ave) and the profit relationship function (m2cost99ave)
was investigated using Pearson correlation coefficient.
Preliminary analyses were performed to ensure no violation of
the assumptions of normality, linearity and homoscedasticity.
There was a strong, positive correlation between the two
variables(r=0,776; n = 198; p= 0,000).
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Pearsonr

* Coefficient of determination (R?)

— |s a measure of the amount of variability in one
variable that is shared by the other

* Proportion of the total variation in Y that is explained by X
— |s the correlation coefficient squared
 R2=(0,776)>=0,6

— We cannot make direct conclusions about causality
from a correlation

* The relationship between variables accounts for 60%, leaving
40% of variation to be accounted for by other variables

José Novais Santos 19
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* |s one of the most frequently used tools in
market research

* Analyse the relation between one DV and Vs

— Dependent variables (DV) usually the outcome we
care about (e.g. sales, satisfaction, behaviour, ...)

— Independent variables (IV) are the instruments we
have to achieve those outcomes with (e.g.
advertising, quality,...)

* One independent variable — bivariate regression
* Multiple independent variables — multiple regression

Regression analysis

José Novais Santos 20
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Regression analysis

* Key benefits

— Indicate if independent variables have a significant
relationship with a dependent variable

— Indicate the relative strength of different IVs Make
predictions

* Regression analysis is a way of fitting a “best”
line through a series of observations

— Check linearity with a scatterplot  y=a«+px +e
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Regression analysis

* “Acceptable” sample sizes

— We can use power analysis to calculate the minimum
sample size required to accept the regression
outcomes with a particular level of confidence, or

— We can rules of thumb (for the standard method)

* If we want to test the overall relationships between the
independent and dependent variable

— The number of observations is at least 50+8*k (where k are the
number of independent variables)

— E.g. for a model with 10 independent variables, you need
50+8*10 = 130 observations, or more

(Mooi, 2011, p.123; Pallant, 2011, p.150)
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Regression analysis

e Bivariate (linear) regression

— We want to know the effect the profit function on
the overall value of the business relationship

,5nal].-ze Direct Marketing  Graphs  Utilities Extensions  Window  Help

Reports 3 ﬁ E e }ﬂl}} E
Descriptive Statistics r .y = Ezi e
Tables E Values Missing Colur
Compare Means p |1. Strongly ... Mone 12
General Linear Model p [1. Strongly ... None 12
Generalized Linear Models b 1. Strongly .. Nane 12
Mixed Models " 1, Strongly ...\ Mone 12
Sy o2
Regression ¥ | [ automatic Linear Modeling...
Loglinear P I=inear...

Meural Metworks o= . -
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Regression analysis

e Bivariate (linear) regression

@ Linear Regressicn
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We should
always
assess and
interpret the
assumptions
for all
regressions
(bivariate or
multivariate)
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e Bivariate regression (results)
Variables Entered/Removed® Correlation coefficient
Variables Variables : H H
odel  Eniered o | Method Presents the relationship between the two variables
1 profit averageh . Enter /
: / Model Summary
a. Dependent Variable: value average
: Adjusted R Std. Error of
. All requested variahles entered. Model R R Square Square the Estimate
1 7767 G602 G600 803
e o . . ' 2 1 ' / '
Coefficient of determination (R?) P e—
Indicates the degree to which the
model explains the observed — | Standardized error of the estimate
variation in the dependent Residuals spreading in relation to the estimated
variable model... is a measure of the accuracy of predictions

The correlation between the two variables is strong and positive (R=0,776) and the
coefficient of determination presents a good / typical value (R%? =0,602). |.e. the variation of
profit function explains 60% of the variation of the overall value of the business rel.
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* Bivariate regression (results)
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MS, & MS,

5, = S+ S —

\ Sum of
Squares df

ANOVA?

—

Model Mean Square F Sig.

1 Regression 191 465 1 191 465 296,851 .ooo®
Residual 126,405 196 645
Total 317,870 197

a. Dependent Variable: value average

b. Predictors: (Constant), profit average

_ MS,
~ MS,

F-test & ANOVA

The F-test allow us to conclude on the fit of the estimated model (tests the significance of

R?). F-test hypotheses:

Ho: All regression coefficients (Bs) together are equal to zero

H,: All regression coefficients (Bs) together differ from zero

We reject the null hypothesis (F (1) = 296,881; p=0,000). We can conclude that the model
the model fits the data well. (Still, further interpretation is required)

José Novais Santos
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Regression analysis

* Bivariate regression (results)

LISBON
SCHOOL OF
ECONOMICS &
MANAGEMENT

VERSIDWMDE DE LISBOW

Standardized coefficient (B)

Coefficients®

In the bivariate regression,

Beta =R
Standardized . .
Unstandardized Coefficients C:neffiu:ientsé/—/ Herein, the Intercept = 0
Model 1 Std. Error Beta t Sig. allowing us to wright the
1 (Constant) 1,758 210 8,371 ,0oo Ilnear e uatlon'
profit average 744 043 T76 17,230 \N.U\ q )

a. DependentVariable: )Ialue average

Value = 0,776 Profit function

I

Unstandardized coefficient (f3)
Indicates the estimated value
for the constant (intercept) and
for the variable (slope) that
allow us to wright the
regression line:

Value = 1,759 + 0,744 Profit
function

t-test

the t-test allow us to infer on the individual parameters.
Tests if the Bs are individually equal to zero:

Ho: Bo=0 and H,: B,#20 & H,: B,=0 and H,: B,#0

If the p-values (under Sig.) are below the level of 0,05
the variable is significant.

The constant (also significant) is usually excluded from
further interpretation.
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Regression analysis

e Qutliers

— Multiple regression is very sensitive to outliers

* We should check for extreme scores in all the variables, both
dependent and independent

e QOutliers on our dependent variable can be identified from
the standardised residual plot that can be requested

— Qutliers can either be
* Deleted from the data set or,

* Given a score for that variable that is high but not too
different from the remaining cluster of scores

(see e.g. Pallant, 2011, p. 159)
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Regression analysis

e Data should have little or no collinearity
— Refers to the relationship among the IVs

— Collinearity arises if two independent variables are
highly correlated (r=0,9 and above)

— Multicollinearity occurs then more than two
independent variables are highly correlated

* We can detect multicollinearity by calculating

— Tolerance below 0,2 (we can also accept 0,1) indicates
multicollinearity

— VIF (Variance Inflation Factor) above 5 indicates
multicollinearity (we can also accept 10)
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Regression analysis

* Residuals / errors related assumptions

1.

The expected mean error of the regression
model is / should be zero

. The variance of the errors is / should be constant

(homoscedasticity)

. The errors are / should be independent (no

autocorrelation)

. The errors need to be / should be approximately

normally distributed (about the predicted DV
scores)
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Regression analysis

1. Expected mean error is zero

— If we do not expect the sum of the errors to be zero,
we obtain a line that is biased

2. Homoscedasticity

— Heteroscedasticity (non-constant variance) may cause
some Bs not to be significant (whereas, in reality, they
are)

— Checked through a scatterplot

— SPSS can deal with it by using weighted least squares
(WLS) instead of OLS (see e.g. Mooi, 2011, p. 173)
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Regression analysis

3. Uncorrelated / independent errors

— Autocorrelation
* Means that regression errors are correlated

— Durbin—Watson test assesses whether there is
autocorrelation

e Durbin—Watson values lie between 0 and 4

— Above 2 indicates a negative ( and below 2 indicates a
positive) correlation between adjacent residuals

— Rule of thumb: values close to 2 indicate that errors are not
autocorrelated — values less than 1 or greater than 3 are
definitely cause for concern (see Field, 2013, chap 8)
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4. Errors (approximately) normally distributed
— If this is not the case, t-values may be incorrect

— When errors are not normally distributed

* The regression model still provides good estimates of the
coefficients, particularly if the sample size used is reasonably
large... thus, the assumption is “optional” due to regression
analysis robustness in this situations

* Can be caused by outliers
— Checked through an histogram or a normality test

e Graphs > Legacy Dialogs > Histogram (Display normal curve)
* Kolmogorov—Smirnov test or Shapiro—Wilk test

Regression analysis

José Novais Santos 33



LISBON
SCHOOL OF
ECONOMICS &
MANAGEMENT
LINIWVERSIDAMDE DE LISBOA

 We can assessed the overall model fit by

Regression analysis

— Checking the R? (coefficient of determination)

* Indicates the degree to which the model explains the
observed variation in the dependent variable

* In multiple regression we should use the Adjusted R?

— Checking the significance of the F-value

 Test statistic’s F-value is the result of a one-way ANOVA

— Tests the null hypothesis that all regression coefficients (Bs)
together are equal to zero

— Tests the significance of R?

José Novais Santos 34
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Regression analysis

e R2value lies between 0 and 1

— A higher R? indicates a better model fit
* Value needs to be interpreted “considering” the research area

* Adjusted R?(for multiple linear regression)

e The F-value

— If the p-value is below 0,05 we can reject the null
hypothesis (i.e., we have a “significant model”)

* Does not, however, automatically mean that all regression
coefficients (Bs) are significant (or even that one of them is
significant, when considered in isolation)
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Regression analysis

* Effects of Individual Independent Variables

— t-values (for each 1V)

* Tests the null hypothesis that a regression coefficients (B) is equal
to zero

 If a regression coefficient’s p-value is below 0.05 (indicated in SPSS
by the column headed by Sig.)

— We reject the null hypothesis (i.e. that particular IV has a significant
influence on the DV)

— Unstandardized coefficient (B)

* Indicates the effect of a 1-unit increase in the IV (on the scale in
which the original independent variable is measured) on the DV

— Standardized coefficient ()
* Allow us to compare the relative effect of differently measured IVs
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Annex

* Extension...
— Covariance
— Linear Regression (brief notes)

José Novais Santos 37
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Covariance

Comparing variables

— “The simplest way to look at whether two variables
are associated is to look at whether they covary.”
(Field, 2013, chapter 7)

— Covariance

* Is not a standardized measure — It depends upon the scales
of measurement used (it’s hard to compare covariances)

* Assesses whether one variable deviates from its mean and
the other variable also deviate from its mean (in a similar

way)
— A positive covariance indicates that both variables deviate from
the mean in the same direction
— A negative covariance indicates that variables deviate from the
mean in the opposite directions
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Correlation

Statistical versus practical significance

— With large samples, even quite small correlation
coefficients (e.g. r=0,2) can reach statistical
significance

* Although statistically significant, the practical
significance of a correlation of 0,2 is very limited

— Interpretation should take into account other
research that has been conducted in our
particular topic area

José Novais Santos 39
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Regression analysis

* Key benefits

— Indicate if independent variables have a significant
relationship with a dependent variable

— Indicate the relative strength of different independent
variables’ effects on a dependent variable (even if
variables are measured in different scales)

* E.g. sales depend more strongly on price or on advertising?

— Make predictions

* E.g. what would happen to sales if prices were to increase by
5% and promotional activities were to increase by 10%?

José Novais Santos 40
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Regression analysis is a way of fitting a “best” line
through a series of observations

— The “best” line results from the lowest sum of squared
differences between the observations and the line itself

Regression models are generally described as follows
— y = dependent variable

— a = constant (or intercept) y=a+px; +e

— X, = independent variable

— B, = (regression) coefficient of the independent variable
— e = error (or residual) of the equation

Regression analysis
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Regression analysis

e Constant

— Indicates what our dependent variable would be if all of
the independent variables were zero

* 3 (beta)

— This coefficient represents the gradient of the line and is
also referred to as the slope

* E.g. positive values indicate upward sloping regression lines

— We can calculate whether this parameter (beta value)
differs significantly from zero by using t-tests

* Error

— Is the difference between the regression line (which
represents our regression prediction) and the actual
observation

José Novais Santos 42



Regression analysis
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Fig. 7.1 A visual explanation of regression analysis

I I I I I I I
20000 4000 6000 8000 10000 12000 14000 180.00

Index of promotional activities

Mooi (2011, p. 163)
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Regression analysis

 Estimation
— Refers to how the “best line” is calculated
— SPSS by default uses ordinary least squares (OLS)

* OLS minimizes the squared differences between each
observation and the regression line. By squaring distances:

— OLS avoids negative and positive deviations from the regression
line cancelling each other out

— OLS also puts greater weight on observations that are far away
from the regression line

* OLS also ensures that the mean of all errors is always zero
(while minimizing the sum of squares)
— The error is zero on average, but
— Errors do occur in respect of individual observations
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* The sample used should represent the population
e Variables should present variation

* The dependent variable needs to be interval or
ratio scaled (see Field, 2013)

— If the dependent variable consists of a nominal
variable we can use (binary or multinominal) logistic
regression (although in practice OLS is also used for

this purpose)
* E.g. to explain why people prefer product A over B or C

— If the dependent variable is ordinally scaled we can
use ordinal regression

* E.g. to predict first, second, and third choice

Regression analysis
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* The regression model should be expressed in a linear
way
— Check linearity with a scatterplot

— We can transform the x variables (IVs) any way that is
necessary to produce a best fitting regression line
* x,% for upward sloping line
* Log(x,) for downward sloping line

* If you take the log of the x variable, the relationship between the y
and x variables becomes non-linear, but we still satisfy this
assumption because the b is linear

— B,?x; are not permissible

— If we specify a relationship as linear when it is in fact non-
linear, the regression analysis results will be biased

Regression analysis

y=o0+ fix;+ e
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Regression analysis

* Selecting independent variables
— Based on what we want to know, and
— Based on prior research findings

— |In practice
 Never enter all the available variables at the same time

— Carefully consider which independent variables may be
relevant

* Chose the most distinct variable if we have more than
one that overlap in terms of how they are defined

e Consider the sample size (rules of thumb)
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Regression analysis

* Specifying the regression model

— Run multiple/different models
e Bear in mind the research purpose (our needs)

 Start with relatively simple models

— With few independent variables, those variables you believe are
the most important ones

— Sometimes variables that are significant in one model may no
longer be significant if we add (or remove) variables

— Generally, regression models have between 2 and 10
independent variables

* Some regression models can have dozens of independent
variables (regression models that try to explain economic
growth)
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Perfect multicollinearity occurs if we enter two (or
more) independent variables with exactly the same
information in them (i.e., they are perfectly correlated)

Regression analysis

If collinearity occur
— In practice weaker forms of collinearity are common

— If we have multiple overlapping variables, we could
conduct a factor analysis first (e.g. PCA)

— We could re-specify the regression model by removing
highly correlated variables (initially by taking out the
variables that are most strongly correlated)
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* R? (coefficient of determination) s, S5

2= —_R = — —Lt
— SS; (total sum of the squares) R™= S 1 S5,

e Sum of all squared differences between each observation and the
average

— SS;; (regression sum of the squares)

* Sum of all squared differences between the regression line and the
average for each observation

* Is the variation in the data that is explained by the regression

— SS; (regression error sum of the squares)

* Sum of all squared differences between each observation and the
regression line

* Unexplained sum of squares

— Mean (of sum of the) squares: MS;, MS; and MS,

Regression analysis
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Regression analysis

Regression Line
estimated using OLS

14000.00
12000.00 - 55, Total variation for
B o000 551/;/ only one observation
£ g —
i S, = S+ S
B 53g — +
£ 6000.00 - T R E
4]
ey T
Average 2000.00 -
%000 000 4000 6000 8000 10000 12000 140,00 160.00 2 $R _ $E
Index of promotional activities R -_— § -_— 1 - §
Mooi (2011, p. 178) T T

Fig. 7.8 Explanation of the R?
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Regression analysis

* R%value lies between 0 and 1
— A higher R? indicates a better model fit

— Rules of thumb for R? (typical values)

* In longitudinal studies
— 0,9 and higher (Mooi, 2011, p. 179)
— 0,8 and higher (Newbold, 2013, p. 435)
* In cross-sectional designs
— Around 0,3 (Mooi, 2011, p. 179)
— For exploratory research: 0,1 (Mooi, 2011, p. 179)
— For cities/states/firms: 0,4 to 0,6 (Newbold, 2013, p. 435)
— For individual people: 0,1 to 0,2 (Newbold, 2013, p. 435)

* Adjusted R?(for multiple linear regression)
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Regression analysis

* Adjusted R?

— |s a measure of how much the model explains while
controlling for model complexity

* “Corrects” the R? value that in the sample tends to be a rather
optimistic overestimation of the true value in the population

— Gives us some idea of how well our model generalizes

— ldeally we would like its value to be the same, or very close
to, the value of R?

* Very similar values indicates that the cross-validity of a model is
very good

* |f the adjusted R? is substantially lower (than R?), this could
indicate that we have used too many independent variables and
that some could possibly be removed
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Regression analysis

e The F-value

— If the p-value of the F-test is below 0,05 we can
reject the null hypothesis (i.e., a significant model)
* We can conclude that the model is most likely useful

* Does not, however, automatically mean that all

regression coefficients (Bs) are significant (or even that
one of them is significant, when considered in isolation)

— If the regression coefficients were all equal to zero, then the
F = MSg;  effect of all the independent variables on the dependent
I\/ISE variable is zero (i.e. there is no relationship between the
dependent variable and the independent variables)
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Regression analysis

* Regression analysis
— Effects of Individual Independent Variables

* We need to interpret the effects of the various IVs used to
explain the dependent variable

* t-values (for each individual parameter)

— Tests the null hypothesis that a regression coefficients (B) is equal
to zero

— If a regression coefficient’s p-value is below 0.05 (indicated in
SPSS by the column headed by Sig.)

» We reject the null hypothesis (i.e. coefficient is significant)

» That particular independent variable has a significant
influence on the dependent variable
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Regression analysis

Effects of Individual Variables

— Unstandardized coefficient (B)

* Indicates the effect of a 1-unit increase in the
independent variable (on the scale in which the original
independent variable is measured) on the dependent
variable

* If we have multiple independent variables

— The unstandardized coefficient (B) is the effect of an increase
of that independent variable by one unit, keeping the other
independent variables constant

— We should not compare unstandardized s
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Regression analysis

o Effects of Individual Variables

— Standardized coefficient (B)

* Expresses the effect of a single standardized deviation
change of the independent variable on the dependent
variable

* Allow us to compare the relative effect of differently
measured independent variables

— E.g. the highest absolute value (of the standardized B) indicates
which variable has the strongest effect on the dependent variable

* Only allows comparing the coefficients within and not
between models

* Are not meaningful when the independent variable is a
binary (dummy) variable
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Regression analysis

* We can validate the regression model
— Split-sample validation

* We can split our data into two parts (70% / 30%) and run the
regression model again on each subset of data

— Cross-validate findings
* On a new dataset... assuming that we have a second dataset
— “New” model

* Add a number of alternative variables to the model... assuming
that we have more variables available than included
— Regression models do not need to be identical when we
try to validate the results

* The signs of the individual parameters should at least be
consistent and significant variables should remain so

(see Mooi, 2011, p. 183)
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